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Abstract—Point Cloud (PC) streaming has recently attracted
research attention as it has the potential to provide six degrees
of freedom (6DoF), which is essential for truly immersive media.
PCs require high-bandwidth connections, and adaptive streaming
is a promising solution to cope with fluctuating bandwidth
conditions. Thus, understanding the impact of different factors in
adaptive streaming on the Quality of Experience (QoE) becomes
fundamental. Mixed Reality (MR) is a novel technology and has
recently become popular. However, quality evaluations of PCs
in MR environments are still limited to static images. In this
paper, we perform a subjective study on four impact factors
on the QoE of PC video sequences in MR conditions, including
quality switches, viewing distance, and content characteristics.
The experimental results show that these factors significantly
impact QoE. The QoE decreases if the sequence switches to
lower quality and/or is viewed at a shorter distance, and vice
versa. Additionally, the end user might not distinguish the quality
differences between two quality levels at a specific viewing
distance. Regarding content characteristics, objects with lower
contrast seem to provide better quality scores.

Index Terms—Point Clouds, Quality of Experience, Subjective
Tests, Mixed Reality.

I. INTRODUCTION

A Point Cloud (PC) is a 3D representation format that
allows viewers to see the details of objects without any
constraint on the viewpoint. PCs can be watched on 2D screens
and Virtual Reality (VR) and Augmented Reality (AR) head-
mounted displays (HMDs). VR HMDs occlude the real world,
so the viewer watches and interacts with PCs in a virtual
environment. AR HMDs are transparent; hence, the viewer can
see both the physical world and virtual objects (i.e., images,
videos, and text).

PCs require high-bandwidth networks for their transmission.
One promising solution is adaptive streaming techniques (i.e.,
HTTP Adaptive Streaming (HAS) [4]) combined with Point
Cloud Compression (PCC) [14]. HAS adapts to the variation
of the network conditions to prevent rebuffering events while
providing the highest quality possible by changing the quality
of PCs. PCC reduces the delivered data volume but distorts the
visual quality. Therefore, understanding the impact of different
factors in HAS and PCC on the QoE is of importance.
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PCs have been evaluated in different viewing conditions
(i.e., VR HMDs and 2D screens) [2], [17]. However, research
on quality assessment of PCs in MR environments is still
limited. MR enhances people’s perception of physical and
virtual environments [3]. MR is, thus, an interesting setting
for immersive telepresence applications, which we develop and
assess in a research project.

Wu et al. [20] evaluated the quality of PCs with different
quality levels. However, quality switching in the test sequences
was not considered, and the device used in the subjective
test was a VR device (i.e., HTC Vive) rather than an AR
device. The work in [17] considered the quality switching of
PC videos in the context of HAS. It found that the texture of
PC objects is an essential factor in the QoE. The content with
fewer contrast differences can provide higher QoE. However,
the PCs were displayed on a 2D screen that cannot offer a
truly immersive experience. The work in [6], [16] considered
different quality levels and viewing distances while watching
two 3D representation formats, including PCs and Meshes.
The results showed that a closer viewing distance led to lower
QoE for a given quality level.

In this work, we examine the impact of different factors
on QoE, including (i) quality switches, (ii) viewing distance,
and (iii) content characteristics, while the user is watching
PC videos in an MR environment through an AR device (i.e.,
Microsoft HoloLens 2).

The contributions of this paper are twofold: (i) We provide
an evaluation, based on a subjective study, of the quality
of life-size digital humans in dynamic PC format in MR
conditions. (ii) We analyze qualitative and quantitative impacts
of various factors in the context of HAS on the QoE in MR
environments.

II. SUBJECTIVE TEST FOR POINT CLOUD ASSESSMENT

This section gives an overview of the influence factors used,
followed by a description of our subjective test, including
dataset, equipment, environment, and tasks.

A. Influence Factors

The focus of this study is on the three main influence factors
on the QoE while watching PC videos in MR environments.



Fig. 1: Raw points (left) and square shader (right) at 2.5 m.

Quality switches: In the context of HAS, the video quality
can be changed due to throughput fluctuation [10], [13]. This
is called a quality switch. Quality switches can be classified
as switching up when the quality is increased and switching
down when the quality is decreased.

Viewing distance: As 6DoF interaction allows end users to
move in their space freely, the viewing distance from end users
to the object can vary based on their movement. In this work,
we examine the impact of viewing distance on the users’ QoE.

Content characteristics: The perspective of viewers can vary
depending on the sort of content [15], [17]. In this paper, four
videos with different characteristics are used.

B. Dataset Preparation

We use four PC objects from the 8i Voxelized Full Bodies
Database [7]: Loot, LongDress, RedAndBlack, and Soldier,
captured at 30 fps for 10 seconds. The first two have lower
contrast than the others [17].

We use the MPEG PCC reference software Test Model Cat-
egory 2 [1] to create compressed PCs by varying quantization
parameters (QPs). As there are two attributes (i.e., geometry
and texture) in a PC, a pair of QPs, namely geometry QP (G-
QP) and texture QP (T-QP), are used in the encoding. A higher
G-QP makes points deviate more from their original position.
Similarly, when the T-QP increases, some color information
is combined [20]. Three pairs of QPs (G-QP, T-QP) in the
MPEG PCC software are selected, including QI: (32, 42),
Q2: (24, 32), and Q3: (16, 22). Q3 is thus the best quality.
The bitrate of the objects is decreased with the increase of the
QPs. For instance, Loot’s bitrates are 2.3 Mbit/s, 5.6 Mbit/s
and 16.7 Mbit/s for Q1, 2, and @3, respectively.

We develop a Unity project utilizing the Pcx Point Cloud
importer [12] and the square shader from PointXR [2] to
import and render the PCs, respectively. Fig. 1 compares a
PC in raw points and square shader representations. Pre-tests
clearly show that the square shader of [2] is visually superior
to raw PCs; this format is therefore used in our test. C# scripts
in [18] are utilized to control the quality and distance to design
the sequences mentioned in the sequel.

C. Equipment and Environment

We use the Microsoft HoloLens 2 for the subjects to interact
with our experiments. The AR HMD HoloLens 2 includes
displays with 2K resolution and a diagonal field of view (FoV)
of 52° [11], [19].

Following the recommendations of [8], our experiments are
conducted in a room with black walls and low illumination.
The tested PCs are placed in a room with life-size (1.8 m
height) to obtain realistic telepresence scenarios.

TABLE I: Notation and description of the test sequences.

Notation Description Sequences
. The video starts with quality Q7, then Loot and
Qig switches to Q7 after 5s. 4,5 € {1,2,3}. | LongDress
D The video is watched at quality Q)7 at RedAndBlack
Qi_Dj distance Dj and Soldier

<) (5/10)

Fig. 2: Rating slider.

D. Experiment Tasks

We design two tasks for each participant to watch 36
sequences, 10s each. Table I describes the sequences.

1) Task 1: Impact of video quality switches: The participant
watches nine sequences for each of the two objects, including
three sequences with static quality and six sequences with a
quality switch in the middle of the sequences. The objects
are 5m from the participant such that the whole body can be
watched. Loot and LongDress are used in this task as they
have different contrasts.

2) Task 2: Impact of viewing distance: The participant
watches static-quality sequences of the other two objects at
quality levels Q1, @2, and ()3 at three distances: (D) 1.25m
(only face and shoulder in FoV), (D2) 2.5 m (only upper body
in FoV), and (D3) 5m (full body in FoV).

The order of tasks and sequences of each task is random-
ized. After watching each sequence, the participant is asked
to rate the perceptual quality (i.e., 1, 2 — very bad, ..., 9, 10 —
very good) through the immersive slider shown in Fig. 2.

Before the experiment, the participants are asked to provide
some background information, including age, gender, eyesight,
and experience in viewing VR, AR, and MR contents. The
total length of a single experiment is around 25 minutes.

III. RESULTS AND DISCUSSIONS
A. PFarticipants

A total of 36 participants attended the subjective test,
including 22 (61%) males, 13 (36%) females, and 1 (3%) non-
binary. 3 (8%) were in the age group from 18 to 24 years, 18
(50%) were between 25 and 34, 12 (33%) between 34 and
44, 2 (6%) between 45 and 54, and 1 (3%) between 55 and
64. The color vision of the participants is evaluated through
the Ishihara test [5]. Four participants failed this test, so their
ratings are excluded.

B. Task 1 — Impact of Quality Switches

Fig. 3 describes the ratings of participants for different
quality switches. There is no remarkable improvement in the
quality scores when the video starts at quality Q1 (i.e., Q11,
@12, and QQ13). ANOVA analysis indicates no significant
difference (p > 0.05) among the quality scores for both Loot
(p = 0.07) and LongDress (p = 0.13). This can be attributed
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Fig. 3: Quality ratings for different quality levels and quality switches.
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Fig. 4: Average quality ratings for different distances.

to the severe distortion of Q1 in the initial 5s that impairs the
QoE of watching the full 10s video.

Regarding switching down, when the quality changes from
Q2 or Q3 to Q1 (ie., Q21 or @31), the quality ratings are
remarkably reduced, compared to constant quality (22 and
(233). However, there are no significant differences when the
quality changes between Q2 and ()3. We conducted paired
samples t test [9] to validate this observation further. It
shows non-significant p-values between (22 and Q23 (e.g.,
p = 0.61 for Loot) as well as between ()33 and ()32 (e.g.,
p = 0.12 for Loot). Combined with the results in the previous
section, we claim that the end user hardly recognizes the
quality differences between Q2 and (J3. That comes to a
recommendation that it is unnecessary to change the quality
from Q2 to Q3 when the object is viewed at a 5 m distance.

Additionally, the QoE is affected by the encoding parame-
ters, QPs. The lower the QPs are, the higher the QoE is. For
example, the medians of @11, @22, and (X33 are 4, 7, and 8,
respectively, for Loot.

C. Task 2 — Impact of Viewing Distance

Fig. 4 shows the quality ratings of the test objects at
different viewing distances. It is noticeable that the distance
significantly impacts the visual quality of the objects: the
higher the viewing distance, the higher the quality scores.
The reason is that, at a higher distance, the viewers do
not recognize some quality distortion; thus, they give higher
quality scores.

In addition, we observe that to achieve the same visual
quality, the object should be encoded with lower QPs (i.e.,
more data) if viewed closer. For example, RedAndBlack at
quality Q1 is rated on average 4.8 at 5m, and this object has
to be encoded at Q2 to gain a similar score (i.e., 4.9) if it is
viewed at 1.25m (p = 0.5 in a paired t test).

—— Loot —— LongDress —— RedAndBlack  —— Soldier
Q11 Q1_D3
Q31 6 Q22 Q3_D1 6 Q2.D3
Q13 033 Q2_D1 3_D3
Q3 Q12 Q1.Db1 Q1_Db2
Q23 Q21 Q3. D2 Q2.D2
(a) Task 1. (b) Task 2.

Fig. 5: Average quality ratings of participants. It should be
noted that the sequence Qi in Task 1 is equivalent to Qi_D3
(¢ € {1,2,3}) in Task 2 as they are encoded at quality Qi and
viewed at 5m.

D. Impact of Content Characteristics

In this paper, we also evaluate the impact of content
characteristics on the visual perception of participants for both
tasks, as shown in Fig. 5. Loot and RedAndBlack achieve
higher quality ratings in most cases. For example, the quality
scores of Loot and RedAndBlack with quality Q1 viewed at
distance D3 (i.e., Sm) are 4.5 and 4.8, respectively. Under the
same conditions, these figures for LongDress and Soldier are
4.2 and 3.9, respectively. This can be explained by the fact
that the participants are less sensitive to the quality distor-
tion/changes for the content with fewer contrast differences.
This extends the results in the work [17] on 2D screens to an
MR environment with AR HMDs, in which the texture of the
objects is a crucial factor to the viewers.

IV. CONCLUSIONS

In this paper, we investigate the impact of different factors
on the QoE of PC videos in MR environments, including
quality switches, viewing distance, and content characteristics.
The experimental results show that the QoE will be decreased
if the sequence switches to lower quality and/or is viewed
at a shorter distance, and vice versa. In addition, lower-
contrast contents may provide higher QoE. We also suggest the
sequence should be encoded at lower QPs (i.e., better quality)
to maintain the quality score when viewed at a shorter distance.
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