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EXECUTIVE SUMMARY 

Telepresence can be seen as the next generation of communication applications that will si-
gnificantly enrich the human-to-human and human-to-machine experience, blurring the boun-
daries between the physical and virtual worlds. Until now, telepresence solutions have been 
high-end, expensive, and quite conventional audio and video conferencing systems. However, 
the last decade has seen intensive research and development on VR/AR/XR technologies and 
applications that have significantly improved the state of the art. 

The goal of the SPIRIT project is to realise Europe's first multi-site, interconnected framework 
dedicated for supporting the operation of heterogeneous collaborative telepresence applica-
tions at large scale through relevant technology innovations. 

This report is a SPIRIT deliverable of the work package 4 ñPlatform Development, Integration 
and Validationò. It presents the first version of the SPIRIT Platform. The work mainly focuses 
on the actual software development of the SPIRIT system platform for supporting heteroge-
neous telepresence use case applications and also the integration of the platform with the 
distributed, interconnected network infrastructures underneath. This process is driven by the 
development and integration of a set of project-designated use cases.  

This report 

Ā provides an overview of the 5G testbeds in Surrey and Berlin, e.g. the available 5G net-
work infrastructure and the computing power of the Edge Cloud located there.  

Ā lists partner components that were integrated into the testbeds during the project and 
documents the findings of this integration process.  

Ā covers the implementation of partner use cases, integration of the platform components, 
and the description of the necessary adjustments for a smooth integration into the test-
beds, as well as a look ahead to how these components might find use in various scena-
rios, such as third-party applications.  

Ā specifies an approach for deployment of Confidential Computing-protected VMs to ensure 
data ownerôs control of personal data.  

Ā presents the subjective Quality of Experience (QoE) tests conducted by partners to as-
sess the impact of quality, quality switching, viewing distance, and content characteristics 
on the perception of point clouds in AR environments.  

 

The initial work consisted of integrating the partner components into a common testbed envi-
ronment. In the next step, the two testbeds are connected so that the use cases, application 
frameworks can be deployed and validated across the testbeds. 

In parallel, an Open Call will be launched inviting third parties to realize their telepresence use 
cases experimentally. The platforms and components described in this document are available 
for this purpose and can be integrated into their use cases. The results from the experiments 
will be used by the project to improve the existing partner components and to develop new 
innovative components or connections. 

There will be two more iterations of this document. In the next iteration, further enhancements 
and improvements added to the first version of the SPIRIT platform will be documented in a 
second version and at the end of the project a report about the final version of the SPIRIT 
platform is planned. 
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1 INTRODUCTION 

Telepresence can be seen as the next generation of communication applications that will si-
gnificantly enrich the human-to-human and human-to-machine experience, blurring the boun-
daries between the physical and virtual worlds. Such systems are expected to fundamentally 
change the way people communicate and collaborate with each other in various sectors such 
as education, training, entertainment, retail, healthcare, manufacturing and many others. The 
further development of telepresence services will contribute significantly to increasing society's 
resilience to environmental disasters, boosting industrial productivity and improving energy 
efficiency, thanks to changes in people's lifestyles and work habits. 

Until now, telepresence solutions have been high-end, expensive, and quite conventional au-
dio and video conferencing systems. However, the last decade has seen intensive research 
and development on VR/AR/XR technologies and applications that have significantly improved 
the state of the art. This has led to interesting immersive telepresence and/or collaboration 
systems, some of which are still in the research stage. Due to their complexity, cost, data 
compression, and bandwidth requirements, these solutions have not scaled yet.   

The mission of the SPIRIT project is to put real-time immersive telepresence into practise by 
researching, integrating, and further developing state-of-the-art immersive telepresence tech-
nologies, components and platforms to create Europe's first multi-site and interconnected fra-
mework able to support the operation of heterogeneous collaborative telepresence applica-
tions at large scale.  

1.1 PURPOSE OF THE DOCUMENT 

This report is the first version of the tested and validated SPIRIT platform with all currently 
available components and interfaces. It is one part of a bundle of deliverables providing insight 
in the projectôs use cases, requirements, architecture, available components, upcoming 
enablers, and the integrated SPIRIT platform: 

Ā D2.1 ñUse Case Requirements, System Architecture and Interface Definition (First Ver-
sion)ò [1] 

Ā D3.1 ñInnovation Platform Enablers (First Version)ò [2] 

Ā D4.1 ñSPIRIT Platform (First Version)ò [3] 

 

On the one hand it reflects the ongoing work within the project especially the tasks: 

Ā Platform development - implement and/or enhance all platform components and inter-
faces. 

Ā Technical integration and validation ï integrate the components of the different project 
partners to form an overall platform demonstrator. 

Ā Use case development and integration - ensures the development of the project-desi-
gnated use cases and their integration with the underlying platform available. 

Ā User experience evaluation and usability validation - provide and test quality of expe-
rience (QoE) metrics and procedures to assess immersive telepresence solutions and 
support of Open Call experiments.  
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On the other hand, it provides the applicants of the first Open Call with insights regarding the 
components available to enhance their use cases, and identify complementary components to 
the SPIRIT platform, which they may want to provide to the overall SPIRIT goal. 

There will be two more iterations of this document. In the next iteration, further enhancements 
and improvements added to the first version of the SPIRIT platform will be documented in a 
second version and at the end of the project a report about the final version of the SPIRIT 
platform is planned. 

1.2 STRUCTURE OF THE DOCUMENT 

The sections of the report at hand are organised in the following manner:  

The chapter 2 ñTestbedsò, provides an overview of the testbeds in Surrey and Berlin, e.g. the 
available 5G network infrastructure and the computing power of the EdgeCloud located there.   

The chapter 3 ñPlatform componentsò lists partner components that were integrated into the 
testbeds during the project and documents the findings of this integration process.  

The chapter 4 ñImplemented Use Casesò covers in detail the implementation of use cases, 
which are described in detail in [1]. On the one hand, the integration of the platform compo-
nents into the use cases and the description of the necessary adjustments for a smooth inte-
gration into the testbeds are provided and, on the other hand, a look ahead to how these 
components might find use in various scenarios, such as third-party applications, is presented. 

The chapter 5 ñSecurity Development and Technical Integrationò specifies an approach for the 
deployment of Confidential Computing-protected virtual machines (VM) on bare metal servers 
(either on-premise or in the cloud) where privates keys for managing VMs never leave the data 
ownerôs control and specifically do not need to be uploaded to cloud provider systems. Appen-
dix A is a manual to setup and make use of the Confidential Computing. 

The chapter 6 "Quality of Experience Evaluationò presents the subjective tests conducted by 
partners to assess the impact of quality, quality switching, viewing distance, and content cha-
racteristics on the perception of point clouds in AR environments. The output of this work in-
cludes (i) a platform for subjective quality assessment in AR environments, (ii) a dataset of 
rating scores that can be used for training and validating future QoE models as well as the 
results (findings) of the subjective tests that produced these rating scores, and (iii) a machine 
learning based QoE model. In appendix B is the Subjective Test platform described. 

The chapter 7 ñConclusionsò concludes the document. 
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2 TESTBEDS 

This section provides an overview of the testbeds in Surrey and Berlin, e.g. the available 5G 
network infrastructure and the computing power of the EdgeCloud located there.  

2.1 SURREY 

2.1.1 General Information on University of Surrey Testbed 

The UK site facility is managed by the 5G/6G Innovation Centre at the University of Surrey, in 
Guildford (Surrey). The testbed offers 5G infrastructure including campus-wide 4G/ Long-Term 
Evolution (LTE)and 5G/New Radio (NR) based radio access network, virtualised 4G and 5G 
core network, managed Software-Defined networking (SDN) and fibre external connectivity, 
as well as Unmanned Aerial Vehicle (UAV) and satellite systems.  

The testbed supports domestic (UK) projects as well as European and International projects. 
Recent examples thereof are European Space Agency (ESA) 5G-TINA and SUNRISE 5G Pi-
lot, Department for Digital, Culture, Media, and Sport (DCMS) Flex5G and FONRC TUDOR 

and UK Research and Innovation (UKRI) UK India (UKI-FNI). Small and medium enterprises 

(SMEs) are also in a partnership with the centre, in order to use the testbed to test different 
aspects of 5G-and-beyond technologies, such as Non-Terrestrial Network (NTN) communica-
tions, high accuracy time synchronization, network slicing, management and orchestration, 
flexible network functions disaggregation and energy efficiency. 

The 5G/6GIC site offers a multi-Radio Access Technology (RAT) radio access network cove-
ring the University Surrey campus over four square kilometres and several off-campus loca-
tions where coverage is provided. It features both outdoor and indoor base radio units, sup-
porting a mix of 4G/LTE and 5G/NR technologies, as shown in Figure 1. These base stations 
are used to showcase both 5G standalone (SA) and non-standalone (NSA) mobile network 
deployment scenarios and are currently used to support projects and research activities requi-
ring traditional Radio Access Network (RAN) deployments. 

 

FIGURE 1: 5G TESTBED IN UNIVERSITY OF SURREY 
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2.1.2 Testbed Infrastructure 

In the 5G testbed, the outdoor coverage consists of 40 LTE sites with 23 centralised BBUs 
hosted in 5G/6GIC, supporting 2.6GHz band 28 and 38 for a total of 120 cells. Furthermore, 
there are 3 outdoor NR sites in the 3.5GHz band n78 for a total of 9 cells and another 3 sites 
in the 3.7GHz band n77 consisting of 3 cells, with respectively, 3 and 2 centralised BBUs 
hosted in machine rooms in 5G/6GIC. Concerning infrastructure, as shown in Figure 2, the UK 
trial network hosts two machine rooms hosting physical computing infrastructure and broad-
band units (BBUs) for both 4G and 5G, as well as both hardware and software-defined net-
working equipment. The UK trial network is interconnected with several UK and international 
sites via JISCôs JANET network, as well as via a satellite link. Finally, the UK trial network 
features additional equipment such as connected autonomous vehicles for C-V2X scenarios, 
UAV systems for scenarios of emergency pop-up networking, a prototype URLLC integrated 
setup used to demonstrate low latency use cases of up to 6K users.  

 

FIGURE 2: INFRASTRUCTURE AND CONNECTIVITY 

Regarding the Holographic server and client connecting via 5g network, Figure 3: Holographic 
server and client connected via 5G network displays their hardware and software components. 
At left side, the holographic server application is deployed on 5G MEC server which is a Dell 
Precision 7960 XCTO base machine. In this machine, it has two Nvidia GeForce RTX A6000 
video card with 48 GB memory, a system memory at 256GB and three hard drive disks. On 
this machine, Windows 11 Pro for workstations is installed with the CUDA library to provide 
hardware acceleration to the application server software. On system containers like Ubuntu 
can be enabled in the embedded containers, with same ability to access video card resources. 
This machine is directly connected to 5G network, and the 10G network interface can effecti-
vely receive raw hologram frame from clients. At the client side, two Dell Alienware R15 PCs 
are deployed with livescan3d client application to fetch raw hologram frame from camera. The 
CPU is Intel Core i9 13900KF 24 cores. The video card is NVIDIA GeForce RTX 4090 with 
24GB memory. The system memory is 32 GB and hard disk spaces is 1TB + 1TB. With the 
local connectivity to 5G Customer Premises Equipment (5G CPE), the raw data can be strea-
med to 5G MEC server. 
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  FIGURE 3: HOLOGRAPHIC SERVER AND CLIENT CONNECTED VIA 5G NETWORK 

2.1.3 Onsite Use Cases 

During the SPIRIT Project the University of Surrey has worked together with the other SPIRIT 
partners to bring the use case ñmulti-source live teleportation with MEC supportò use cases to 
the testbed and make them available for open call participants. Detailed information can be 
found in in the use case descriptions of D2.1 ñUse Case Requirements, System Architecture 
and Interface Definition (First Version)ò [1]. 

2.1.4 Onsite Collaborative Opportunities  

There are two ways to collaborate with Surreyôs 5G testbed. 1) Deploy a container-based ap-
plication at a specific 5G core slice with a MEC server to utilize the GPU resources, and 5G 
access and a public internet connection. 2) Deploy a standalone application and just use the 
5G connectivity for the user to access the public internet. For the first case, an executable 
application server program can be deployed in one of the containers. The user device (e.g., 
5G phone or HoloLens with 5G phone tethering) of the application which is the content receiver 
then can connect to 5G radio or another public Internet address to exchange application mes-
sages and receive application data from the container server. In the second case, one or mul-
tiple devices can access the public Internet through the 5G radio network and can therefore 
connect to any remote application server deployed at the public internet. 

2.2 BERLIN 

 

FIGURE 4: LOCATION OF DEUTSCHE TELEKOM TESTBED 
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2.2.1  General Information Deutsche Telekom Testbed 

The Deutsche Telekom 5G Testbed is located in Berlin, Germany at 
the ñSiemensstadt Squareò district where Deutsche Telekom collabo-
rates with the Werner von Siemens Centre and various other partners 
coming from industrial, public and educational sectors. The research 
factory is situated in the same old building as the siemens dynamo 
factory, which started its production in the early 1900s and is still ac-
tive up to today. Many different partners experiment and cooperate 
on innovative topics right next to the actual factory. We are looking 
into a wide range of topics, including new and innovative manufactu-
ring techniques, advanced transportation and mobility solutions, the 
shift towards more sustainable energy sources and many other inte-
resting areas.  

 

FIGURE 6: LAB FLOOR WERNER VON SIEMENS CENTER 

2.2.2 Testbed Infrastructure 

Together with the SPIRIT Project, Deutsche Telekom is opening its Future Factory for partners. 
The site offers an area of around 500 m² outdoor space and 1000 m² indoor space. The indoor 
area as well as the outdoor area is covered by a private 5G Standalone Network. The 5G 
network is configured for the 3.7- 3.8 GHz industrial spectrum and has been approved by the 
German Federal Network Agency. The virtualized 5G core supports the 3GPP standard up to 
Release 16. The indoor space is also partly covered with WIFI5 and WIFI6 and can be used 
to connect devices that arenôt capable of 5G. Computing power is provided by an edge server 
that is located on premise and is connected via fibre to the 5G Network. The server runs con-
tainerized applications in a Kubernetes cluster. There are two Nvidia T4 16GB Graphic Cards, 
96 GB of RAM and 24 Cores (3 x Intel(R) Xeon(R) Gold 6226R CPU @ 2.90GHz) available in 
the cluster that are being shared between all tenants.  

FIGURE 5: LOCATION OF TESTBED IN 
BERLIN 
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FIGURE 7: NETWORK INFRASTRUCTURE 

2.2.3 Onsite Use Cases 

During the SPIRIT Project the Deutsche Telekom has worked together with the other SPIRIT 
partners to bring three contributions and use cases to the testbed and make them available for 
open call participants: 

Ā Real-Time Animation and Streaming of Realistic Avatars 

Ā Holographic Human-to-Human Interactions 

Ā Network aware Kubernetes Scheduler 

  

Furthermore the ñDistributed Steering of Autonomous Mobile Robots (AMRs)ò use-case is ex-
clusively available in the Deutsche Telekom Testbed. Detailed descriptions of these use cases 
can be found in the use case descriptions of D2.1 ñUse Case Requirements, System Architec-
ture and Interface Definition (First Version)ò [1]. 

  

2.2.4 Onsite Collaborative Opportunities 

Participants can deploy their software on our local edge cloud. To do so they get a dedicated 
access to the Rancher UI, our Kubernetes management platform, to remotely deploy and ma-
nage their applications in the cluster. The Platform is accessible from the internet and gives 
partners the opportunity to deploy their software without the need of being onsite. The Platform 
uses multitenancy for ensuring both privacy and security. For this we use namespaces, which 
are divided into Rancher projects. Each project contains users divided by access levels within 
the project (we can configure an individual set of permissions or choose from predefined: Ow-
ner, Member, Readonly). Access to the storage is also possible only within the namespace\pro-
ject. 
Also for each project we can limit the allocation of resources (CPU, RAM, etc.).  
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For testing and collaboration, participants of the SPIRIT Project will have the possibility to 
make appointments for onsite visits. In general, except when otherwise stipulated, Participants 
are supposed to bring their own devices to the testbed to test their use case. We offer three 
ways to connect these devices to our network: 

Ā 5G: We will provide a SIM Card that is configured for the local 5G network 

Ā WIFI: We help connecting to an access-controlled WiFi  

Ā LAN: We will provide an ethernet port to connect to the cluster 

As not all 5G devices are able to connect to our private 5G network, we can provide a list of 
devices that are capable of doing so. 

There is a managed firewall active inside the cluster, which is why network traffic needs to be 
approved and configured. 

 

FIGURE 8: KUBERNETES MANAGEMENT PLATFORM 

 



SPIRIT | D4.1: SPIRIT Platform (First Version) V1.0 

© 2022-2025 SPIRIT Consortium Page 23 of 118 

3 PLATFORM COMPONENTS 

The section lists partner components that were integrated into the testbeds during the project 
and documents the findings of this integration process.  

3.1 LIVE MULTI-SOURCE HOLOGRAPHIC STREAMING 

This section is about the components supporting applications using live teleporting people from 
remote internet locations to a common virtual space of the audience such that the audience 
can have the immersive and multisensory perception that everyone is located in the common 
physical scene. 

3.1.1 Deployment of the Frame Render and Synchronization Function  

There are two key components for enabling a multi-source live volumetric streaming applica-
tion: a frame synchronization function and a RESTful interface to accept runtime parameter 
settings and queries (as shown in the orange block in Figure 9). The frame synchronization 
function is responsible for rendering holographic frames from multiple independent sources. 
For frames from different sources, the MEC server can distinguish them based on their source 
IP addresses and record their timestamps separately. Based on a predefined synchronization 
threshold (e.g., 30ms) and the real-time timing of each source, the MEC server can perform 
operations such as pairing, buffering, and discarding of multi-source frames to ensure that the 
synthesized frame exhibits optimal performance. Meanwhile, this frame synchronization func-
tion can also be configured through RESTful interfaces. The frame synchronization threshold 
and required key performance metrics (e.g., throughput, playback latency) can be set using 
the POST method and queried using the GET method through an authorized network mana-
gement interface. Figure 9 displays the application of the frame synchronization function on 
Surreyôs testbed. The rendering function can directly call the NVIDIA Compute Unified Device 
Architecture (CUDA) library to utilize the graphic card resources of the platform, enabling effi-
cient computation and display of multi-source frames on this platform. 

 

FIGURE 9: DEPLOYMENT OF FRAME PRODUCTION AND SYNCHRONIZATION FUNCTION ON SURREYôS PLATFORM 

 

3.1.2 Validation 






























































































































































































