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ABSTRACT
The production and consumption of video content has become a

staple in the current day and age. With the rise of virtual reality

(VR), users are now looking for immersive, interactive experiences

which combine the classic video applications, such as conferencing

or digital concerts, with newer technologies. By going beyond 2D

video into a 360 degree experience the first step was made. How-

ever, a 360 degree video offers only rotational movement, making

interaction with the environment difficult. Fully immersive 3D con-

tent formats, such as light fields and volumetric video, aspire to go

further by enabling six degrees-of-freedom (6DoF), allowing both

rotational and positional freedom. Nevertheless, the adoption of im-

mersive video capturing and rendering methods has been hindered

by their substantial bandwidth and computational requirements,

rendering them in most cases impractical for low latency applica-

tions. Several efforts have been made to alleviate these problems

by introducing specialized compression algorithms and by utilizing

existing 2D adaptation methods to adapt the quality based on the

user’s available bandwidth. However, even though these methods

improve the quality of experience (QoE) and bandwidth limitations,

they still suffer from high latency which makes real-time inter-

action unfeasible. To address this issue, we present a novel, open

source [3], one-to-many streaming architecture using point cloud-

based volumetric video. To reduce the bandwidth requirements, we

utilize the Draco codec to compress the point clouds before they are

transmitted usingWebRTC which ensures low latency, enabling the

streaming of real-time 6DoF interactive volumetric video. Content

is adapted by employing a multiple description coding (MDC) strat-

egy which combines sampled point cloud descriptions based on

the estimated bandwidth returned by the Google congestion con-

trol (GCC) algorithm. MDC encoding scales more easily to a larger

number of users compared to performing individual encoding. Our

proposed solution achieves similar real-time latency for both three

and nine clients (163ms and 166ms), which is 9% and 19% lower

compared to individual encoding. The MDC-based approach, using

three workers, achieves similar visual quality compared to a per

client encoding solution, using five worker threads, and increased

quality when the number of clients is greater than 20.
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1 INTRODUCTION
The increasing demand for remote communication tools such as

Microsoft Teams and Zoom has garnered increased attention in

recent times [23]. Nonetheless, these platforms provide a restricted

interactive experience, as they only allow users to view other par-

ticipants through two-dimensional imagery. Proposals have been

made for immersive six degrees-of-freedom (6DoF) video imple-

mentations which allows users to interact with both rotational and

positional freedom [1]. In the context of these applications, a dis-

tinction should be made based on the interaction requirements of

the users. In the scenario of one-on-one interactions, such as video

calls, a major requirement is having the lowest possible latency to

enable real-time interaction and prevent discomfort while talking to

the other user [37]. For virtual conferences, having many senders

and receivers, the additional demand of being able to adapt the

video content for a large number of users while still maintaining

low latency arises [26]. One-to-many applications, such as a virtual

classroom in the context of education or a virtual concert in the con-

text of entertainment, represent a hybrid category, wherein, instead

of multiple participants generating content, a single peer serves as

the content source, thereby simplifying the system design required

to ensure low latency. Choosing the correct form of communication

is important to ensure that the interactivity requirements are satis-

fied in addition to having an acceptable bitrate and latency. Several

formats exist to facilitate the use of 6DoF content for immersive

applications, which are commonly rendered and displayed on a

head-mounted display (HMD). These formats may be categorized

in two classes of immersive 6DoF video, image-based or volumet-

ric video [47]. Image-based video techniques, such as light fields,

leverage a large quantity of images to generate a new rendered

image based on the viewing angle of the user. Capturing is done

either by a single camera with a multitude of lenses, known as a

lenslet camera, or by utilizing an advanced camera setup using tens

or hundreds of cameras [11]. The choice of camera setup depends
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on the positional requirements of the application The necessity of

requiring a large quantity of cameras arises from the need to gen-

erate any possible combination of position and tilt while watching

the video [38]. In contrast, volumetric video relies on the utilization

of three-dimensional representations, such as meshes and point

clouds, to depict objects within a 3D environment. Meshes are

characterized by vertices interconnected by edges in order to form

the polygons that are used to render the object. Opposed to point

clouds which exclusively consist of vertices. Furthermore, instead

of using texture mapping, a point cloud uses a color attribute for

each point [9]. These representations are subsequently rendered in

a virtual scene, allowing them to be viewed from different angles

and positions. Similar to image-based video, a specialized camera

setup is required to capture the 3D representation of the object. In

the context of point clouds, several cameras are precisely positioned

around the object to capture it from different angles. This setup

produces multiple distinct point clouds which are subsequently

stitched together to remove the duplicate points and retain a singu-

lar object as the final result [2]. Compared to light field video, this

approach substantially reduces the necessary bandwidth for trans-

mission, as it is no longer required to maintain a large collection of

images for each frame; instead, it suffices to transfer a single 3D ob-

ject. Furthermore, the computational requirements associated with

rendering volumetric video are significantly lower compared to

image-based solutions, which is a necessity for enabling real-time

rendering and interaction at the client side.

Despite the substantial reduction in required bandwidth, the

resulting bitrates are often still too high for contemporary network

infrastructures. The 8i point cloud dataset [16] consists of multi-

ple high resolution point cloud videos, each of which demands a

considerable data rate of up to 5.2Gb/s which can only be used in

very specialized environments with dedicated ultra-high bandwidth

connections [47]. Additional mechanisms, such as compression or

adaptation, are imperative to allow the use of such immersive con-

tent by a variety of users with differing network conditions and

bandwidth restrictions. HMDs exhibit the ability to track both the

position and field-of-view (FoV) through either internal sensors

contained within the headset, which is called inside-out tracking,

or by utilizing external devices strategically positioned within the

user’s environment, which is called outside-in tracking [21]. Lever-

aging FoV and positional data, it becomes feasible to adapt video

content dynamically, rendering only the important details of the

video resulting in significantly lower bandwidth usage.

A major component in ensuring real-time communication is

the choice of transport protocol. TCP-based solutions such as low-

latency HLS (LL-HLS) and low-latency DASH (LL-DASH) do not

offer the real-time latency required for one-to-many and many-to-

many virtual conferencing, because of the overhead introduced by

the forced reliable delivery mechanisms such as acknowledgments,

flow control, retransmissions and packet reordering. UDP-based so-

lutions, such as WebRTC, aim for real-time performance by trading

TCP features such as guaranteed delivery for a significantly lower

latency [7].

This paper proposes a novel end-to-end pipeline designed for

one-to-many applications, containing the following contributions:

Figure 1: A volumetric video streaming architecture.

• A scalable multiple description coding (MDC) quality adap-

tation solution, allowing for higher quality streaming for

a large number of clients (𝑛 > 20) when compared to a per

client encoding solution

• A capture-to-render pipeline that employs WebRTC, which

was adapted to support point cloud streaming, supporting

real-time communication with an average capture-to-display

latency of 163ms

• An adaptive bitrate allocation algorithm, ensuring that each

client receives a quality representation tailored to their net-

work conditions and position within the virtual environment

• A comparative analysis between our proposed MDC-based

approach and an encoding solution optimized per client,

evaluating their respective performance in terms of quality

and scalability

The remainder of the paper is organized as follows. Section 2

provides an overview of the current state of the art concerning

volumetric video streaming. Section 3 introduces our proposed

approach to facilitate the adaptive streaming of volumetric video.

Section 4 presents our evaluation methodology followed by the

results and discussion of our experiments. Finally, Section 5 con-

cludes the paper with a brief overview of the most important results

and potential future work.

2 RELATEDWORK
This section presents an overview of the literature related to the

components required to establish a real-time one-to-many volumet-

ric video streaming architecture, as illustrated in Figure 1. First, we

describe the possible volumetric video representations and captur-

ing methods, followed by an overview of the state-of-the-art point

cloud codecs. For each of these codecs we discuss the advantages

and disadvantages concerning their application in an end-to-end

pipeline. We then explain low-latency delivery mechanisms, quality

adaptation and quality metrics in the context of both traditional

video and volumetric video.

2.1 Volumetric Video and Capturing Methods
Both meshes and point clouds are used as a source of immersive

video content, each having their own advantages and disadvan-

tages. Meshes leverage certain graphics pipeline features and op-

timizations, such as anisotropic filtering, to increase their visual

quality and performance [49]. However, point clouds employ better,

optimized culling and tiling algorithms due to relying purely on
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vertices [12]. Additionally, the capturing process is more simplistic

when utilizing point clouds, since the captured points and their

color attribute can be used directly. In contract, meshes require the

captured points to be converted into a geometric topology before

rendering, this process is time consuming and negatively impacts

the overall latency of the system [15]. For the remainder of this

paper, the focus will be on the usage of point clouds as a source of

volumetric video.

LiDAR cameras use reflected lasers to attain a highly accurate

3D representation of a large area at the cost of increased power

consumption [18]. In contrast, depth-based systems employ a stereo-

scopic sensor to estimate the depth for each pixel of a depth im-

age [29]. For volumetric video it is common to use depth cameras

due to their lower cost and power consumption.

2.2 Point Cloud Compression and Codecs
Point cloud compression significantly reduces the required band-

width, two categories of compression codecs can be distinguished:

projection-based and geometric-based codecs. Projection-based

codecs, such as V-PCC, project the point cloud on a 2D plane, al-

lowing existing 2D video codecs to be used on the projection plane.

Contrary, geometric codecs, such as Draco or G-PCC, are designed

to encode the point cloud as a 3D structure [22].

V-PCC employs 2D projections of the point cloud to create an

image containing the different projected views. Subsequently, this

image is encoded using existing video codecs [22]. This method

achieves a high compression ratio at the cost of non-real-time

coding speeds [6].

In contrast to V-PCC, geometric encoders utilize 3D data struc-

tures, such as octrees and kd-tree, to encode the point cloud. Of the

geometric encoders only Draco achieves real-time encoding when

using large point clouds of more than 750,000 points [6].

2.3 Low-Latency Delivery
Given that volumetric video is fundamentally an extension of con-

ventional video, it is feasible to adapt existing 2D video streaming

solutions to incorporate features required to support volumetric

video. Typically, HTTP-based implementations are considered for

their reliable transmissions, which are a prerequisite for most appli-

cations [17]. HTTP adaptive streaming (HAS) represents a widely

adopted approach for achieving adaptive 2D video playback. HAS-

based streaming formats, such as DASH and HLS, divide video

content into segments which are encoded at multiple quality repre-

sentations at varying target bitrates [40]. This process introduces

a latency between 5 and 18 seconds [48], making it unsuitable for

real-time streaming. However, even the low-latency variants, such

as LL-DASH and LL-HLS, are only able to achieve a latency be-

tween 1 and 5 seconds [48], which is still inadequate [10]. The

aforementioned streaming formats utilize TCP, which further in-

creases latency due to overhead created by TCP mechanisms, such

as the TCP handshake or forced reliability [13]. Web real-time com-

munication (WebRTC) is a UDP-based solution, designed specifi-

cally to enable real-time interactive communication [28]. Compared

to other streaming formats, WebRTC achieves a sub one second

delay [48]. Although WebRTC was designed as a peer-based solu-

tion, which presents challenges in the context of scalability, several

server-client architectures have been designed to allow for large

scale low-latency transmissions. Architectures such as multipoint

control unit (MCU) and selective forwarding unit (SFU) employ a

central server responsible for adapting the quality for each user

based on their bandwidth. For these reasons, we will use WebRTC

in the context of a server-client architecture to enable low-latency

adaptive streaming in a multi-client environment.

2.4 Quality Adaptation
The concept of quality adaptation is a well-established practice in

conventional streaming to ensure smooth video playback without

packet loss [36]. Most encoders generate several quality represen-

tations by supplying varying target bitrates [8]. In the context of a

one-to-one scenario, the provided bitrate can be an estimation of

the available bandwidth for the user. However, for a larger number

of users, it becomes unfeasible to have individual encoding, rather,

several default bitrates are carefully chosen to ensure a low latency

and acceptable quality video stream for each user. Alternatively,

rather than employing separate quality levels, a MDC approach

can be adopted. With MDC-based adaptation, the video content is

encoded in individual descriptions that are combined to achieve

varying levels of quality. While these aforementioned adaptation

methods have been designed for 2D video, certain aspects can

adapted and integrated into immersive video scenarios.

In volumetric video, a user is able to alter his viewpoint, causing

objects to fall out of the current viewpoint and making it inefficient

to continue transmitting these objects. Van der Hooft et al. [46]

encode each point cloud object in the scene into several quality

representations. A quality adaptation algorithm is proposed that

uses the FoV and position of the user to determine what quality

representation for each object has to be transmitted to achieve

optimal quality for the available bandwidth. However, a DASH-

based approach is proposed, where the encoded point clouds are

concatenated into segments, making it unsuitable for real-time

communication. An MDC-based approach alleviates this problem,

as it allows for the creation of more quality levels, with less pro-

cessing time. However, currently no MDC-based volumetric video

streaming solution utilizing WebRTC exists.

To adapt the quality an accurate estimation of the bandwidth

is required. Compared to TCP, UDP inherently lacks flow control

and a bandwidth estimation mechanism. Commonly, bandwidth

estimation is implemented at the application layer. Congestion

controllers, such as Google congestion control (GCC) [14] and

Self-Clocked Rate Adaptation for Multimedia (SCReAM) [27], are

implemented in themultimedia application and require an exchange

of control messages between the sender and receiver in order to

estimate the available bandwidth. For this reason, we will utilize

GCC to implement bandwidth estimation in WebRTC.

2.5 Rendering of Volumetric Video
Most rendering solutions are optimized to efficiently render meshes.

Meshes use the triangle primitives of graphics application program-

ming interfaces (APIs) to render their objects efficiently. Schütz

et al. [39] use point primitives to render the point cloud. Addition-

ally, the size of the points is changed to reduce the number of gaps,

increasing the user-perceived quality.
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Figure 2: The system architecture for the individually encoded one-to-many volumetric video streaming solution.

2.6 Quality Metrics
The quality of a volumetric video is contingent on a multitude

of factors. In real-time scenarios, the frame rate might be limited

by bandwidth constraints or due to the latency introduced by the

codec, which negatively impacts the user’s experience [51]. The

assessment of objective quality can be conducted through peak

signal-to-noise ratio (PSNR) metrics, which are categorized into

two types. Tian et al. [41] introduce multiple geometric metrics

which assess the deformation of the mesh or point cloud relative to

the original object, independent of potential viewports. In contrast,

Torlig et al. propose a projection-based approach. This method uses

multiple angles to project the point cloud onto a 2D image, en-

abling the use of existing 2D PSNR metrics. Both of the mentioned

PSNR types suffer from limitation of not being able to prioritize

sections of the object which draw more attention compared to oth-

ers, such as the hands [50], thereby posing challenges in objectively

approximating user-perceived quality.

Video Multi-Method Assessment Fusion (VMAF) is a video met-

ric that combines the scores frommultiple video assessment metrics

in order to produce a single metric, ranging from 0 to 100, that better

correlates to the user-perceived quality [35]. For this reason, VMAF

will be used in this paper to assess the impact of the proposed

approach on the visual quality of the volumetric video.

3 PROPOSED APPROACH
This section provides an overview of the proposed one-to-many

MDC-based volumetric video streaming architecture. Our proposed

architecture is an extension of a simple individually encoded archi-

tecture, an example of which is depicted on Figure 2. The goal of our

architecture is to solve the problems that occur when employing

the architecture illustrated on Figure 2 in terms of scalability. In

this section, we describe the architectural components, their design

choices and innovative methods in detail.

3.1 Depth Camera Capturing
For the acquisition of point cloud data, a single capturing source

is assumed to capture a frontal perspective of an individual. Utiliz-

ing the depth frame, the positions of each point in the cloud are

determined. The color frame is used to map an RGB value to the

corresponding points

3.2 Preprocessing
Our primary focus is on the individual subject, and not on the

(static) surrounding environment. Thus, a rudimentary distance

filter will be applied to retain points that are too far away from

the camera. This filter significantly reduces the number of points,

allowing the available bandwidth to be used more efficiently.

In specific scenarios, a lower quality or sampled point cloud

might be sufficient compared to the version with the full resolution.

In particular, this occurs when viewing distant objects, where it

is more difficult to distinguish the finer details [31]. To streamline

this process, we employ sampling techniques to generate varying

levels of point cloud quality.

In order to prevent inter-frame dependencies, the frames are

exclusively encoded through intra-coding. This ensures that each

frame is able to be decoded independently, leading to an increased

quality when frames need to be dropped in the case of packet loss.

3.3 Quality Adaptation
The initial step of our quality adaptation algorithm is the creation

of diverse quality representations. To facilitate this process, we

propose two distinct methods that are able to create these repre-

sentations. The objective of these methods is to produce a quality

representation for each user, while simultaneously ensuring that

the preprocessing time remains below the inter-frame time for real-

timeliness. Both methods employ the principle of sampling, which

reduces the number of points used in the encoder. We propose to

use a uniform random sampler, as this ensures a balance between

the sampling time and resulting quality [6].

The first method generates a unique quality representation for

each connected client. This is accomplished by estimating the max-

imum achievable sampling rate, using the available bandwidth

together with the frame size to calculate the required compression

factor. This compression factor is used together with the fitted poly-

nomial in Figure 4 to estimate the sampling factor. This polynomial

was created by using a random subset (𝑛=600) of our experimenta-

tion point cloud sequence, for which each frame of this subset was

repeatably sampled across the range of 10% to 100% of the original

point clouds before encoding. The used polynomial depends on the

resolution of the encoded point clouds, as a more dense point cloud

impacts the resulting compression ratios. Figure 2 illustrates the

integration of this method into a WebRTC streaming pipeline. A
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Figure 3: The system architecture for the proposed MDC-based one-to-many volumetric video streaming solution, requiring a
fixed number of encoders based on the amount of descriptions, the number of local decoders for each client scales with the
number of received descriptions.

Figure 4: The usage of a fitted polynomial together with the
required compression factor allows to determine the required
sampling rate.

substantial disadvantage of this method is the number of required

encoders being equal to the number of clients. If we want each client

to have a similar preprocessing latency we are required to scale

the number of workers, which is limited by the available computa-

tional resources. Additionally, updating the architecture to support

a many-to-many scenario would require additional computational

resources, further restricting the maximum number of clients.

The second method, which is shown in Figure 3, segments the

point cloud in 𝑛 descriptions, each containing distinct points. The

combination of these descriptions permits access to additional qual-

ity representations. Consequently, this approach facilitates the

streaming of 2
𝑛 − 1 possible combinations of quality represen-

tations. To generate the available descriptions, three approaches

are suggested:

• Percentage: Use 𝑛 fixed percentages to sample the point

cloud, creating 𝑛 descriptions that each contain a fraction

𝑝𝑖 of the points with 𝑖 in 1, ..., 𝑛 which corresponds with the

respective percentage

• Fixed Size: Limit the number of points to 𝑥 , with 𝑥 being

an expected lower limit, by randomly sampling 𝑥 points.

Afterwards use the first approach to create 𝑛 descriptions

• Fixed Bitrate: Leverage the polynomial, illustrated in Fig-

ure 4, to estimate 𝑛 sampling percentages necessary for cre-

ating 𝑛 descriptions with varying bitrate targets

Using Algorithm 1 we first calculate the rotation matrix and

viewing angles by utilizing the yaw, pitch and roll of the camera.

Following this we calculate the distance of the user to the streamed

object. Subsequently we use the viewing angle, FoV and distance

Algorithm 1 Bitrate allocation using FoV and position to calculate

the transmitted descriptions.

1: 𝑅 ← 𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝑅𝑜𝑡𝑎𝑡𝑖𝑜𝑛𝑀𝑎𝑡𝑟𝑖𝑥 (𝑦𝑎𝑤, 𝑝𝑖𝑡𝑐ℎ, 𝑟𝑜𝑙𝑙)
2: 𝑣𝑖𝑒𝑤𝐴𝑛𝑔𝑙𝑒𝑠 ← 𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝐴𝑛𝑔𝑙𝑒𝑠 (𝑅)
3: 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 ← 𝑔𝑒𝑡𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑇𝑜𝑈𝑠𝑒𝑟 (𝑢𝑠𝑒𝑟𝑃𝑜𝑠, 𝑐𝑙𝑖𝑒𝑛𝑡𝑃𝑜𝑠)
4: 𝑐𝑎𝑡𝑒𝑔𝑜𝑟𝑦 ← 𝑔𝑒𝑡𝐶𝑙𝑖𝑒𝑛𝑡𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦 (𝑓 𝑜𝑣, 𝑣𝑖𝑒𝑤𝐴𝑛𝑔𝑙𝑒𝑠, 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒)
5: 𝑎𝑙𝑙𝑜𝑤𝑒𝑑𝐷𝑒𝑠𝑐𝑟𝑖𝑝𝑡𝑖𝑜𝑛𝑠 ← 𝑔𝑒𝑡𝐴𝑙𝑙𝑜𝑤𝑒𝑑𝐷𝑒𝑠𝑐𝑟𝑖𝑝𝑡𝑖𝑜𝑛𝑠 (𝑐𝑎𝑡𝑒𝑔𝑜𝑟𝑦)
6: for each 𝑑𝑒𝑠𝑐𝑟𝑖𝑝𝑡𝑖𝑜𝑛 ∈ 𝑎𝑙𝑙𝑜𝑤𝑒𝑑𝐷𝑒𝑠𝑐𝑟𝑖𝑝𝑡𝑖𝑜𝑛𝑠 do
7: if 𝑏𝑖𝑡𝑟𝑎𝑡𝑒 >= 𝑔𝑒𝑡𝐷𝑒𝑠𝑐𝑟𝑖𝑝𝑡𝑖𝑜𝑛𝑆𝑖𝑧𝑒 (𝑑𝑒𝑠𝑐𝑟𝑖𝑝𝑡𝑖𝑜𝑛) then
8: 𝑏𝑖𝑡𝑟𝑎𝑡𝑒 ← 𝑏𝑖𝑡𝑟𝑎𝑡𝑒 − 𝑔𝑒𝑡𝐷𝑒𝑠𝑐𝑟𝑖𝑝𝑡𝑖𝑜𝑛𝑆𝑖𝑧𝑒 (𝑑𝑒𝑠𝑐𝑟𝑖𝑝𝑡𝑖𝑜𝑛)
9: 𝑎𝑑𝑑𝐷𝑒𝑠𝑐𝑟𝑖𝑝𝑡𝑖𝑜𝑛𝑇𝑜𝐹𝑟𝑎𝑚𝑒 (𝑑𝑒𝑠𝑐𝑟𝑖𝑝𝑡𝑖𝑜𝑛)
10: end if
11: end for

Figure 5: Quality category is assigned based on distance and
field of view.

to impose restrictions on the maximum achievable quality that can

be transmitted to the client. Figure 5 illustrates the working of this

mechanism. The high-quality representations will only be available

for transmission to the user if the object is close and directly in

the FoV of the user. Furthermore, if the object is outside of the

FoV, or too far away from the user, no frame will be transmitted.

Consequently, we are able to calculate the allowed descriptions, of

which an example implementation is shown in Table 1. For individ-

ual encoding, Table 1 shows the maximum allowed sampling rate

and, for the MDC approaches it indicates the allowed combinations

of descriptions. Finally, we iterate over the allowed descriptions,

starting from the highest quality description, and validate if there

is enough remaining bandwidth to add the description.

3.4 WebRTC-Based Delivery
As we strive for the lowest possible latency, we utilize WebRTC to

ensure real-time communication between capturing and rendering



MMSys’24, April 2024, Bari, Italy Anonymous et al.

Table 1: Example implementation of the possible quality lev-
els of MDC encoding through the combination of description
(higher description ID = greater quality).

Quality Category Description IDs Used % of Points
in Cloud

Low Quality 1 ∼15%
Medium Quality 2 ∼25%

1, 2 ∼40%
High Quality 3 ∼60%

1, 3 ∼70%
1, 2 ∼85%
1, 2, 3 ∼100%

components. Our pipeline is focused on a one-to-many scenario,

which results in a central server at the capturing side that is con-

nected to each client. The central server is based on MCU and SFU

architectures, sharing similar responsibilities such as quality adapta-

tion. Contrary to MCU and SFU, the central server is uni-directional

and only transmits frames to the client. The clients connect to the

server using a signaling algorithm. WebRTC does not specify how

the signaling process should be implemented. However, recent ef-

forts have been made to standardize signaling, to allow for easier

integration of different WebRTC-based systems. Prior to streaming

the video, an exchange of the session description protocol (SDP) of

both the server and the client takes place. These SDP messages alert

the other application of the available network routes, as well as the

supported codecs. In the event a requested codec is not supported

by the the other side of the connection, a back-off occurs and the

connection is terminated.

Furthermore, as a measure to address potential packet loss, we

opt for the usage of negative acknowledgments (NACKs) to transmit

lost packets. The utilization of NACK packets serves the purpose

of ensuring that frames remain decodable in the event of packet

loss, assuming the packet loss remains within a certain margin.

Currently, no partial decode and rendering is supported by the

architecture, requiring the full frame to be received. Compared to

ACK control messages, NACK packets are only sent for packets

that were not received by the client, lowering the overhead of the

control messages. Given thatWebRTC rearranges packets to achieve

sequential ordering, NACK packets are commonly employed to

detect packet loss when gaps in sequence numbers occur.

In addition to transmitting the position and FoV, the WebRTC

client also transmits feedback messages to the server which are

subsequently used by the congestion control algorithm of the server

to estimate the bandwidth, allowing for the quality adaptation to

take place.

3.5 Virtual Reality Interactivity and Rendering
Due to the sampling that occurs in the quality adaptation algorithm,

gaps will occur in the lower quality representations. In order to

increase the perceived quality we increase the point size based on

the sampling ratio, an example of this can be observed in Figure 6.

To facilitate an immersive experience, a simple rendering solu-

tion is not sufficient. To allow for interactivity with the environ-

ment, the point cloud needs to be displayed on an HMD. There are

two methods of doing this: either by rendering on the HMD itself,

or by having a remote system render the point cloud at the correct

(a) 40% sampled point cloud (b) Upscaled point cloud

Figure 6: Increasing the size of the rendered points enables
a simple and fast upscaling method. Point size is illustrated
left of the person as a dot.

Figure 7: Hardware configuration used in the experimental
setup.

position, and transmit a video stream to the HMD with the ren-

dered frames. In Section 4, the latter approach will be considered,

for increased computational resources at the decode side.

3.6 VMAF in Volumetric Video
In the context of volumetric videos, VMAF is used by capturing

the rendered view at either a fixed viewpoint or by using captured

movement traces which allows the viewpoint to be changed during

the video [44]. In contrast to PSNR-based metrics, VMAF thus

produces a metric that corresponds to the imagery as perceived by

the user [19].

4 EVALUATION AND DISCUSSION
This section first presents the experimental setup, providing all

hardware and implementation details. Then, we discuss the con-

sidered evaluation metrics. Subsequently, we present and discuss

the results of several experiments related to the proposed WebRTC-

based framework namely: the capturing delay, scalability of the

encoder, bandwidth usage, VMAF quality, throughput and latency

of WebRTC, and finally an overview of the total end-to-end latency.

4.1 Experimental Setup
We perform the experiments concerning preprocessing latency,

scalability and VMAF quality on a machine with the following

specifications: CPU: Intel 12th Gen i7-1265u (4.8 GHz Turbo), RAM:
16GB DDR4 (3200 MHz). The throughput and WebRTC latency

experiments are carried out at the Anonymous [4] (omitted for

anonymity), a test bed with a large number of interconnected bare

metal nodes. We use several connected bare metal nodes with the

following hardware specifications; CPU: Intel Xeon E5520 (2.27GHz),
RAM: 12GB DDR3 (1066 MHz), NIC: 1Gb/s. We apply traffic control

on the switch nodes in order to limit the available bandwidth, no

artificial latency is added. The full setup is illustrated on Figure 7.

To evaluate the suggested approaches with the same data, we use

a captured point cloud sequence of 1800 frames [5]. This sequence
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Figure 8: Two example 4G bandwidth traces.

contains point clouds generated from a single camera, with alternat-

ing sequences of little to no movement and hand gestures to mimic

possible behavior during a conversation. Additionally, to achieve

realistic results, we employ a dataset containing 4G traces [45] in a

subset of our experiments to simulate fluctuating bandwidth. This

dataset is used in the following experiments: scalability, bandwidth

usage and VMAF quality. Two example traces are shown in Figure 8.

To capture this sequence, we have used an Intel Realsense D455

depth camera [24] at a frame rate of 30 FPS and a resolution of

848x480 pixels. The laser power of the depth sensor was increased

to its maximum value of 360 to increase visual quality and reduce

the number of holes in the resulting point cloud.

The preprocessing steps (background removal, sampling and

encoding) were collocated with the capturing component, utilizing

the same hardware. However, due to the requirement of having

a fully implemented congestion controller, we have implemented

both the WebRTC server and client in separate applications us-

ing Golang [20] together with the Pion package [34]. Both the

preprocessing and rendering applications interact with their re-

spective WebRTC counterpart using a UDP socket to transfer the

required data. We have opted for GCC as the congestion controller

implementation to estimate the bandwidth using the transport wide

congestion control (TWCC) messages transmitted by clients.

For the adaptation methods we utilize the polynomial depicted

in Figure 4 for estimating the required sampling rate of the indi-

vidual and bitrate-based MDC encoders. For the MDC encoders

we use the implementation shown in Table 1 to divide our point

clouds into three descriptions that enable seven possible quality

representations.

The rendering application uses the Unity [43] game engine. In

order to render the point clouds we use the Pcx [33] package, using

the included custom shader to render the vertices as individual

points. We display the Unity rendered frames in the Meta Quest 2

HMD [30].

4.2 Evaluation Metrics
Based on the discussion in Section 2 and Section 3 we use the

following metrics to evaluate the performance of each component.

First, we evaluate the latency introduced in the capturing compo-

nent by the Intel Realsense D455 camera. We have used a separate

application to calculate the time between the rendering of a binary

clock on a display and the capturing of the rendered image.

Second, we evaluate the scalability of the individual and MDC-

based encoders by using multiple configurations, each having a

different number of simulated clients. We use the preprocessing

time and achieved FPS in order to estimate how well the systems

are able to scale with an increasing number of clients.

Table 2: Capturing delay analysis of the Intel RealSense cam-
era, model D455 for the Ubuntu 22.04 and Windows 11 oper-
ating systems.

Resolution FPS Latency (ms)
Ubuntu 22.04 Windows 11

424x240 30 70 91

60 39 64

640x480 30 80 98

60 45 67

848x480 30 85 104

60 46 65

1280x720 30 100 115

60 n/a n/a

Third, we evaluate bandwidth usage with two metrics. Firstly, we

examine the average bandwidth required to transmit a point cloud

sequence at 30 FPS for the different adaptation approaches. The

second metric measures the efficacy of our encoding strategies in

harnessing the available bandwidth, specifically the error between

the resultant bitrates and the available bandwidth.

Fourth, quality is evaluated by using the VMAF metric from a

single fixed viewpoint. In order to get an accurate estimate we have

employed the 4G bandwidth traces of Van Der Hooft et al. [45] to

generate frames of varying qualities. Additionally, for the MDC

encoders we also show the achieved VMAF score of each of the

seven representations.

Fifth, we evaluate the WebRTC component by observing the

achieved throughput and latency with two possible link bandwidth

configurations, 50Mbit/s and 100Mbit/s.
Sixth, we give a breakdown of the overall end-to-end latency of

our proposed implementation compared to individual encoding for

multiple client configurations.

4.3 Camera Capturing Delay
An evaluation of the capturing delay introduced by the camera

system has been conducted in order to assess the impact of resolu-

tion and frame rate. This experiment was performed by using the

latency tool included in the SDK [25]. The tool renders a binary

clock onto the display screen, that is subsequently captured by the

camera. The captured frame is processed within the application

utilizing the OpenCV library [32], which extracts the value of the

binary clock from the frame and compares it with the current value.

Table 2 presents the delay measurements for multiple resolutions at

both 30 and 60 FPS. the application’s performance was evaluated on

two distinct operating systems, namely Ubuntu 22.04 and Windows

11, utilizing identical hardware configurations. Notably, Ubuntu

22.04 exhibits superior performance compared to Windows 11. The

exact reasoning of this phenomenon is difficult to determine as it

depends on a variable number of factors, such as driver and system

call differences. Additionally, the Windows 11 version also exhibits

inconsistent behavior, leading to increased delay throughout the

application’s runtime. It becomes apparent from Table 2 that the

frame rate has a greater impact on the delay when compared to the

resolution. However, the adaption of 60 FPS requires significantly

more bandwidth and computational resources, thereby posing chal-

lenges in maintaining real-time performance.
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Table 3: Individual encoding latency for multiple client com-
positions using five encoder threads, CPU: Intel 12th Gen
i7-1265u (4.8GHz Turbo), RAM: 16GB DDR4 (3200 MHz).

# Clients Latency (ms) FPS

Mean Std

5 14.87 5.78 29.12

10 32.43 16.32 18.34

20 55.99 29.16 9.65

40 97.81 51.28 5.46

4.4 Encoding Scalability
The encoding constitutes the predominant contribution to latency

within the preprocessing step of our pipeline. The latency associ-

ated with the other preprocessing operations, i.e., the background

removal and sampling, are negligible (mean of 3ms) compared to

the encoding. The encoding latency depends on several factors such

as the number of points, the density and the color similarities of

neighboring points. Figure 9 illustrates this effect, indicating that

the encoding time scales linearly with the size of the point cloud.

In the context of individual encoding, a unique quality represen-

tation has to be encoded for each client. Thus, additional clients

increase the total time spent preprocessing a single frame. Natu-

rally, by encoding individual streams in parallel, this impact can

be reduced. Table 3, shows the impact of using five worker threads

with a varying number of clients. In this system configuration, we

wait until all clients are done encoding before capturing the next

frame, resulting in a lower frame rate when the number of clients

increases. To ensure that the system remains at a consistent 30 FPS,

it is imperative to scale the number of worker threads proportion-

ately to the number of clients. Additionally, the implementation of

a circular buffer for worker threads enables the encoding of consec-

utive frames whilst certain clients are still encoding the previous

frame. On a machine with the following specifications: CPU: Intel
12th Gen i7-1265u (4.8GHz Turbo), RAM: 16GB DDR4 (3200 MHz)
and with five simulated clients, we achieve similar preprocessing

times by employing only three threads, with an average of 18.27ms

(std=4.56ms). From this, we infer that an equal amount of workers

is not requisite for the number of clients and that the number of

required workers can be estimated with the following equation:

𝑛
threads

= 𝑛
clients

× Mean Encoding Time

Interframe Time

(1)

However, under the assumption of a singular machine with a

limited capacity of twelve threads, the system is still only able to

service a modest number of clients. Additionally, as shown in Figure

9, the encoding time scales linearly with the requested sampling

rate, making the number of required workers highly correlated

with the requested number of quality representations.

MDC encoding alleviates this problem by having a fixed num-

ber of descriptions that are used to construct additional quality

levels. In addition, the utilization of sampled descriptions reduces

the maximum number of points used in a single encoding opera-

tion, lowering the overall encoding time. These descriptions are

encoded in parallel in order to reduce the total required encoding

time. As a result, the encoding time of a frame is restricted to the

size of the largest description compared to the number of clients.

Figure 9: Linear scaling of encoding time with sampling rate.

Figure 10: MDC encoding approaches are improved by encod-
ing the three descriptions in parallel, using one worker for
each description.

Figure 10 depicts the increased encoding performance when ap-

plying parallelization. MDC limits the number of required worker

threads to the number of descriptions, making it more suited for a

system with reduced computational resources or a large number of

clients. Similar performance gains are achieved at the client side by

applying parallel decoding to the descriptions.

Comparing the average preprocessing time (30 iterations, se-

quence of 1800 frames) of the individual encoder against the MDC

encoder, we observe that the individual encoder (five clients, five

workers) attains an average time of 14.87ms (std=5.78ms) ver-

sus the MDC encoder (three descriptions, three workers) which

achieves an average of 16.16ms (std=1.82ms). Evidently, the pre-

processing time of the individual encoding approach suffers greatly

from the large range of possible sampling rates, with the higher

rates significantly increasing the maximum encoding time, creating

a much more variable preprocessing time. One approach to mitigate

this problem would be the implementation of MDC into the indi-

vidual adaptation method. A viable strategy could entail imposing

a limit which only allows 50% of the point cloud to be encoded in

a single thread, while the remainder of the points is encoded in a

separate thread. Additionally, this would allow reuse of the 50%

description by multiple clients, further reducing the encoding time

in favor of compression efficiency.

4.5 Bandwidth Usage
The MDC encoder produces seven possible representations for

each frame, these are created from three base descriptions which

correspond to approximately 15%, 25% and 60% of the points in the

original cloud. Table 4 shows the resulting bitrates for each MDC

approach. It is clear from this table that the MDC approach satisfies

a range of varying bandwidths between 12Mbit/s and 75Mbit/s.
In order to protect against an underestimation of the required

sampling rate and the non-instant update nature of the bandwidth

estimator we opted to use a safeguard which limits the bitrate avail-

able to the encoder to 90% of the estimated bandwidth. Without
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Table 4: Resulting bitrates (Mbit/s) for the different MDC
quality representations, with 15%, 25% and 60% being the
base descriptions used to generate the other representations.

15% 25% 40% 60% 75% 85% 100%

Fixed Size 11.9 18.6 30.6 39.9 51.8 58.5 70.5

Fixed Bitrate 12.6 19.6 32.1 41.2 53.6 60.8 73.3

Percentage 12.7 19.8 32.0 42.4 55.0 62.1 74.8

Figure 11: Resulting bitrates for all encoding approaches.

this safeguard bandwidth usage hovers above 100%, causing in-

tolerable packet loss. Although the MDC methods never supply

a bitrate greater than the estimate, we opt to use the same safe-

guard to protect against the non-instant update. When applying

this to the bandwidth traces from Van Der Hooft et al. the individ-

ual encoder achieves a bandwidth usage of 90.4% of the estimated

bandwidth, which results in an average of 3.17Mbit/s of bandwidth
being wasted. Due to having only a limited number of representa-

tions the MDC approaches only reach an average bandwidth usage

of 75%, which comes down to 7.88Mbit/s being wasted. Figure 11
depicts the average resulting bitrate for each encoding approach

when employing the 4G traces.

4.6 VMAF Quality
VMAF allows us to measure impact of increasing the point size in

order to increase the perceived quality. Table 5 presents the results

for varying point size across all possible quality representations

obtained from the MDC encoder. The comparison is made between

sampled frames and rendered frames of the original point cloud. In

rendering the original cloud, a point size of 0.3 (Unity units) was

adopted, as lower values introduce gaps in the point cloud when

viewing it from the fixed viewpoint. From Table 5, we discern the

significant impact of increasing the point size on the resulting qual-

ity. However, it is imperative to exercise caution to only increase

the point size when necessary to avert a compromise in quality.

The impact of this is notably visible in the higher quality represen-

tations where an approximate 30% decline in quality occurs upon

doubling the point size. For the individual encoder, we employ a

similar upscaling methodology. However, for this encoder we pick

the MDC point size of which the sampling rate is the closest to the

individual sampling rate. For example, if a individual client requires

a sampling rate of 20%, a point size of 0.06 is chosen, and for a

sampling rate of 43%, a point size of 0.05 is selected.

Table 6 shows the achieved VMAF score for each of the seven

quality representations. We observe that the three variations offer

similar performance when it comes down to the visual quality

of the resulting FoV. When compared to the VMAF scores of the

individual encoding approach, for a varying number of clients, we

Figure 12: Throughput obtained when using the fixed size
MDC approach for 50 Mbit/s and 100 Mbit/s.

can see that the MDC-based approach scores better when at least

twenty clients are involved (see Table 7, sequence of 1800 frames).

This phenomenon can be explained by the fact that the used point

cloud sequence also has segments with little to no movement which

result in a high VMAF score, even at lower frame rates. The standard

deviation of the experiments below indicate this as well. From the

data in Table 7, we conclude that the MDC approach works well

in environments with many clients or for volumetric videos that

suffer from at a low frame rate.

4.7 Throughput and WebRTC Latency
The goal of our pipeline is being able to adapt its content based on

the available bandwidth, while still maintaining a latency suited for

real-time communication. In order to test the achievable throughput

andWebRTC latency we use two different link capacities, 50Mbit/s
and 100Mbit/s. We motivate the use of the 50Mbit/s capacity due

to it being below the maximum required bandwidth, while still

allowing for a sufficient number of quality representations. In this

experiment, we employ the fixed-size MDC encoder due to it having

the most consistent resulting bitrates, as a stable bandwidth makes

it easier for the congestion controller to converge. Figure 12 depicts

the results of this experiment, we observe that the 100Mbit/s link
reaches a stable bitrate of 70.6Mbit/s. Using Table 4, we observe

that this corresponds to the bitrate of the highest quality repre-

sentation. Contrary, the 50Mbit/s link stabilizes at 30.6Mbit/s,
corresponding with the 40% representation. However, even with

the 90% safeguard this link should be able to achieve bitrate of the

60% representation. Figure 12 indicates that this behavior is due

to the GCC algorithm not being able to recover after an overesti-

mation which subsequently caused packet loss. By analyzing both

figures, we can conclude that the GCC algorithm takes a significant

time before converging to a stable estimation. This phenomenon is

related to the initial bitrate of GCC, which was set to the minimum

required bandwidth. Increasing the initial bitrate speeds up the

convergence at the cost of causing packet loss for low bandwidth

links. In the case of the 50Mbit/s link, convergence is observed
around 30Mbit/s. Referring to Table 4, this corresponds to a quality
level of 40% with an average VMAF score of 67.56.

In terms of latency, 100Mbit/s link achieves an average transport
latency of 30.89ms (std=10.22ms) compared to the result of the

50Mbit/s link which achieves 24.42ms (std=5.68ms). Both results

are acceptable to use in a real-time environment. The lower latency

of the 50Mbit/s link is attributed to the lower throughput and

indicates that the GCC algorithm ensures a good balance between

estimated bandwidth, latency and potential packet loss.
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Table 5: VMAF scores for all possible quality and size combinations for point sizes 0.03 to 0.09.
15% 25% 40% 60% 75% 85% 100%

Mean Std Mean Std Mean Std Mean Std Mean Std Mean Std Mean Std

0.03 4.99 2.72 24.06 2.93 47.38 2.68 68.58 2.17 78.69 1.6 83.42 1.26 88.06 0.84
0.04 22.03 2.93 44.46 2.66 65.28 1.87 75.82 1.08 77.65 0.82 77.74 0.73 77.18 0.75

0.05 33.98 2.85 55.26 2.13 67.56 1.14 68.98 1.03 67.9 1.01 67.0 1.0 65.64 1.06

0.06 41.53 2.58 57.22 1.44 61.16 1.11 59.05 1.22 57.38 1.21 56.46 1.32 55.18 1.3

0.07 44.72 2.08 52.31 1.49 50.88 1.34 47.71 1.5 45.96 1.58 44.99 1.56 43.84 1.58

0.08 42.89 1.68 44.32 1.54 40.81 1.58 37.66 1.72 36.02 1.75 35.14 1.78 34.12 1.85

0.09 37.87 1.58 35.82 1.65 31.5 1.72 28.7 1.83 27.34 1.99 26.52 1.85 25.66 1.9

Table 6: VMAF scores for MDC approaches with fixed quality.
15% 25% 40% 60% 75% 85% 100%

Mean Std Mean Std Mean Std Mean Std Mean Std Mean Std Mean Std

Fixed Size 44.52 2.13 57.05 1.7 67.69 1.16 75.84 1.11 78.73 1.58 83.24 1.31 88.05 0.8

Fixed Bitrate 49.99 1.84 61.01 1.29 69.35 1.04 72.98 1.42 76.25 1.57 83.87 1.16 89.32 0.61

Percentage 46.62 1.93 58.64 1.48 68.61 1.08 76.71 0.82 81.71 0.69 85.9 0.59 89.76 0.47

Table 7: VMAF scores for a sequence of 1800 frames for both
MDC-based approaches versus individual encoding, using
three descriptions for the MDC-based approaches.

# Clients FPS VMAF Score

Mean Std

Individual Adaptive 5 30 67.98 11.93

Frame Rate 10 20 67.67 13.50

20 10 65.90 16.48

40 5 58.47 19.20

Fixed Size 𝑛 30 65.98 9.01

Fixed Bitrate 𝑛 30 65.12 11.63

Percentage 𝑛 30 66.64 7.39

4.8 End-to-End Latency Breakdown
Figure 13 illustrates the complete end-to-end latency for both en-

coding approaches, with no artificially added link delays. For this

experiment we have used the fixed frame sequence with three work-

ers. However, we have added the camera latency for completeness.

We have deployed two instances of the client application on each

node when increasing the number of clients to eight. Each client is

assigned 100Mbit/s bandwidth using tc.

Evidently, the capturing component has the most substantial

influence, constituting between 50% and 64% of the total latency.

However, the use of a different, more optimized camera would

yield immediate improvements in the capturing component of the

pipeline. Overall, we observe that our pipeline is able to stream a

volumetric video captured at a frame rate of 30 FPS and a resolution

of 848x480 pixels with a low enough latency to enable real-time

communication. When increasing the number of clients the MDC-

based approach is able to maintain a stable latency compared to

individual encoding, which has an increased encoding time due to

the limited number of workers.

5 CONCLUSION AND FUTUREWORK
In this paper, we proposed a novel one-to-many architecture for

facilitating the streaming of volumetric videos. We conducted a

Figure 13: Composite latency of each described component
in the proposed architecture, with no artificial link delays,
using three worker threads.
comparative analysis of various encoding and adaptation strate-

gies. Our findings indicate that an individually encoded quality

representation for each client yields the best results for a limited

number of clients. To address scalability concerns, we introduce a

MDC-based approach which utilizes several distinct descriptions to

construct multiple quality representations. Despite exhibiting com-

paratively inferior ideal bandwidth utilization and objective quality,

the MDC approach demonstrates superior scalability, achieving

equivalent preprocessing times with a substantially reduced num-

ber of workers. Compared to per client encoding, we observe 9%

lower end-to-end latency (163ms vs 182ms) with three clients and

19% (166ms vs 204ms) when increasing the number of clients to

eight. We conclude that our pipeline is able to produce an accept-

able latency with a visually quality comparable to the individual

encoder in low client environments, and is able to produce higher

average quality in environments with more than 20 clients.

In future work, we will focus on extending the architecture to

allow for many-to-many streaming of volumetric video, facilitating

the need to implement an MCUWebRTC architecture. Furthermore,

the extension of multiple input clients will require us to improve the

encoder and adaptation algorithms in order to achieve acceptable

bitrates and visual quality in scenes with a large number of clients.

An extension will also be made to allow for the use of multiple

cameras, which will be evaluated through VMAF scores for multiple

viewpoints.
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